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ABSTRACT: The purpose of this study is to model precipitation characteristics and simulation of drought
using the Standardized Precipitation Index (SPI) during 2011-2020 in Mashhad station, Iran. To thisend, first,
the data related to the average of monthly precipitation in synoptic station of Mashhad (from 1951 to 2010)
were obtained from the M eteorological Organization of Iran. Using the method proposed by Box-Jenkins, the
monthly precipitation was modeled in 2011 to 2020, with respect to its preceding series trend. In addition,
using SPI, climatic conditions in the upcoming years were investigated in terms of drought. The results
indicated that the seasonal -multiplicative statistical model of SARIMA (2,0, 1) (2, 1, 1),, isagood technique
for fitting the precipitation data. Using this model, the pattern of monthly precipitation in Mashhad station
from 2011 to 2020 was modeled. Theresultsreveal ed that the average of monthly precipitation in the next 10
yearswill decrease about 26mm compared with thelast 10 years (2001-2010). The correl ation of precipitation
in the upcoming 10 years compared with the previous 10 years is about 96%. The SPI suggested that in a 6-
month timescale, in the upcoming 10 years, Mashhad station will face drought about 18%; in a 12-month

timescaleit would be about 17%.
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INTRODUCTION

Findings of atmospheric science researchers
suggest that drastic changesin the behavior of climatic
variablesinthe21st century are signsof climate change
(Dorand, 2014: 1). Precipitation a ong with temperature,
asthe most important and decisive climatic factors, are
considered as suitable indicators for tracking climatic
changes (Shirmohammadi, 2012: 2). In recent years,
several important and major incidents have happened
and caused a lot of damages to the lives of people.
They have given rise to significant economic losses
due to climate change (Khodagholi et al., 2014: 3).
Drought is one of the most chronic and economically
devastating natural disasters. It isanatural hazard and
disaster which emerges as a result of the lack of
precipitation less than normal or expected amount
(Hejazizadeh & Javizadeh, 2010: 17). Lower levels of
rainfall and its extreme fluctuationslead to uncertainty
in getting the required minimum amount of precipitation
for agricultural purposes, human consumption, and
providing water flow (ZandiLack et a ., 2014: 3).Drought
has often led to the creation of a lot of economic
*Corresponding author E-mail: bromand416@yahoo.com
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changes, wars, famine, and migration. It seemsthat in
the recent decades, the preval ence of this phenomenon
in terms of intensity, duration, area of coverage, loss
of life, economic losses, and long-term social
consequences has been more than the other natural
disasters (Shafiei et al., 2011: 4).

The Earth’s climate is mainly characterized by two
parameters of temperature and precipitation. Giventhe
importance of drought and its impact on economic
and social aspects of human beings, most recently
many studies have been dedicated to this topic
(Mohammadi, 2011: 5). Mishraand Deesa (2005) used
linear statistical models of ARIMA and SARIMA to
forecast droughtsin the Kansabat river of India. They
made predictions by the use of SPI data of thisriver,
and then compared the results with the original data
and came to the conclusion that there was not much
difference between the predicted results and actual
data. Cancelliere et al. (2007) predicted monthly
drought through transfer functions of possibility and
SPI with regard to the assumption of normality in
monthly precipitation data.
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Nirmala and Sundaram (2010) and Durdu (2010)
used ARIMA and SARIMA models in their studies.
Mohammadi (2011) showed that, in the time series of
average station and cellular of Iranfrom 1964 to 2003,
there was not any significant increase and decrease in
the precipitation trend at the significance levels of 95
and 99%. However, the average of precipitation in
stations of Iran has reduced about 0.64mm per year
and the cellular average has reduced about 0.5 mm.
Ozger et a. (2011), Mishraet al. (2011), Paulo et al.
(2012), and Sheffield et d. (2012) have conducted Similar
studiesin other regions. Han et al. (2013) used SPI to
quantify the classification of drought in the Guanzhong
Plain, China. They used autoregressive integrated
moving average (ARIMA) modelsto fit and forecast
the SPI series in this area. Chun et al. (2013)
investigated the drought severity indices of six
catchmentsfor analyzing drought characteristicsin the
UK and modeled by ARIMA model sand the generalized
linear model. Shatanawi et al. (2013) monitored and
forecast the drought in Jordan River Basin using
ARIMA model and showed that this model could be
used as a suitable forecasting tool for the future
drought trendsinthisriver basin. Meher and Jha (2013),
Narayanan et al. (2013), and Abdul-Aziz et al. (2013)
have also performed similar studiesin other regions.
Khodagholi et a. (2014) investigated future drought
of Isfahan province by using ARIMA time seriesmodel.
They showed that in some provinces’ stations, the
precipitation intensity would decrease until 2015 and
the severity of the drought would increase. Ferrari et
al. (2014), Yueta. (2014), Bibi et al. (2014), Sopipan
(2014), Wang et al. (2014), and Etuk and Mohamed
(2014) investigated the pattern of drought indices in
their studies. Mossad and Ali-Alazba (2015) used
several ARIMA models for drought forecasting using
the Standardized Precipitation Evapotranspiration
Index in a hyper-arid climate. They showed that the
ARIMA modd (1, 1,0) (2,0, 1) could beconsidered as
ageneral model for the Al Qassim region. Bazrafshan
et al. (2015) used ARIMA and SARIMA model in
forecasting the Standard Runoff Index (SRI) in Karkheh
Basin and showed that the model accuracy was high
in forecasting two months and one season of lead-
time. Karavitis et al. (2015) showed that the seasonal
Auto Regressive Integrated Moving Average Model
(ARIMA) as well as SPI can evaluate short-term
drought forecasting in Greece. Valipour (2015)
integrated the ability of the SARIMA and ARIMA
models for long-term runoff forecasting in the United
States. He showed that there isatrend between annual
runoff datainthe United Statesevery 20 years or almost
aquarter century.

Tian et al. (2016) showed that the ARIMA models
can forecast droughts and can also be applied to
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forecast and evaluate them in the Guanzhong Plain.
Bari et al. (2015) and Eni and Adeyeye (2015) also used
ARIMA and SARIMA modelsintheir researches. Tariq
and Abbas (2016) showed that the SARIMA (0, 0, 0) x
(0, 1, 1)12 model is the most suitable model for
simulating monthly rainfall over Nyalastationin Sudan.
Jayawardana et al. (2016) used SPI as the drought-
monitoring tool with three different time scalesin Sri
Lanka. Perez et al. (2016) forecasted and monitored
agricultural drought inthe Philippines. Djerbouai and
Souag-Gamane (2016) forecast drought using
stochastic modelsintheAlgeroisbasinin North Algeria.
Alivia Chowdhury and Biswas (2016) and Matiur
Rahman Molla et al. (2016) also used ARIMA and
SARIMA models in order to model monthly
precipitation in Krishnanagar Sub-Division (Nadia
District, West Bengal) and Faridpur Region of
Bangladesh, respectively. Mashhad plain, with annual
rainfall of 251mm and the domination of arid and semi-
arid climate, isin danger of drought conditionsin nearly
al years. For this reason, investigating the rainfall
characteristics, the role and impact of drought in this
part of Iranisessential. The purpose of thisstudy isto
model monthly precipitation in the upcoming years
(2011- 2020) of Mashhad plain by using stochastic time
series model and monitoring drought with various
intensities using SPI.

MATERIALS& METHOD

Mashhad city, interms of political division, isthe
administrative and political center of Khorasan-Razavi
province. The city covers an area of 289 square
kilometerswith aheight of 999.2 metersabove the sea
level (synoptic station). Itislocated in ageographical
location within 16 minutes of 36 degreesin North and
longitude of 59 degrees and 38 minutesin East along
the catchment area of Kashf-Roud and between
mountain ranges of Binaloud and Hezar-Masjed (Fig.
1). Mashhad, as the representative of Mashhad plain
with the average annual precipitation of 251.5mm and
the temperature of 14.3 °Cin sampled period of 1951-
2010, has a semi-arid climate. The maximum level of
precipitation in part of Iran is in spring and the least
amount is in summer. In order to achieve changes of
precipitation and monitor drought in the upcoming
years of Mashhad plain, monthly precipitation data
from Mashhad synoptic station in aperiod of 60 years
(1951-2010) were used. For the modeling of time series
of monthly precipitation in Mashhad, the non-
randomized and homogeneous quality of the monthly
precipitation data was assessed through Ran test with
aconfidencelevel of 95% in the software environment
of Minitab statistical analysis.

Some climatic incidentsin successive observations
and under specified conditions over time do not show
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Fig. 1. Location of thecity of Mashhad in Iran

the same results and it is possible that each time, they
offer different conditions than the rest of the
representations. Such phenomena, or similar
phenomena, are called random processes (Asakare,
2007: 106). A stochastic process is a set of random
variableswhich shows different values (observations)
over time. For example, temperature, precipitation,
pressure, relative humidity and the like are considered
stochastic processes. Climatic events as random
phenomena cannot be predicted precisely, but,
through the constant observations, we get useful
information which can be defined through possible
rules. For example, it may be possible that a climatic
process (e.g. {Zt}) follows a particular statistical
distribution or a certain behavioral model. One of the
models suitable for fitting climatic processes is the
ARIMA model. Inthis case, therandom process{ZT}
iscaled an ARIMA process with degrees of (p, d, )
and is written as zH” ARIMA (p, d, q). Seasonal time
series of Box- Jenkinsmodel isform (p, d, g) (P, D, Q)
and in the formation, (P, D, Q) is the seasonality of
model and the (p, d, g) is the non-seasonality of the
model (Golabi et d, 2014:64). Seasonal time seriesmodel
by Box-JenkinsSARIMA (p, d, g) (P, D, Q) iswrittenas
equation (1):

op (B)P (BS) vd VDS xt=0q (B)O(BS)zt+60 (1)
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whichiswell known as seasonal multiplicativeARIMA
model and in that:

¢p (B)=1-a1B-02B-...-oPBP 2
Nonseasonality autoregressive operator of P order:

®P(BS)=1-A1BS-A2B2S-...-APBPS (3)
Seasonality autoregressive operator of p order:
6q (B) =1- pLB—p2B2- ...- BgBq @)

Nonseasonality moving average operator of g order:

©(BS)=1-y1BS-y2B2S-...-yBS 5
Seasonality moving average operator of Q order:
80=poP (B) ®P (BS) 6)

In the above equations, 8 (B), ®B & OB are the,
polynomials with P, p, g, Q orders, respectively.
Coefficients of p, q are non-seasonality order and P, Q
are seasonality order of autoregressive and moving
average processes. In these equations, D and d show
the simple and seasonality differencing, respectively.
In this model, “ds is the seasonality operator and Ads
isthe non-seasonal operator (Golabi et al., 2014: 64).

In these equations, @0, v1,...,yQ, BL,..., Bq, v1,...,
yp, al,..., ap are unknown parameters of the model
and must be estimated based on the sample data
(Shabani et al., 2013: 898). Next, the method of time
series and the general pattern of Box-Jenkins were
employed. The main stages of construction in
prediction model of Box-Jenkins include pattern
recognition, pattern fitting, and investigating the
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pattern relation (Dodangeet a., 2012: 61). Inthe phase
of pattern recognition, the first stage is drawing time
series graphs. In this research, Minitab statistical
software was used for diagramming. Seriesgraph helps
identify trends, stationary of variance, seasonality, and
detection of outlier data (Ismaeilngjad, 2013: 131). In
order to detect the presence of thetrend (or its absence)
in data, Mann-Kendall test was used.

Mann-Kendall test wasoriginally offered by Mann
(1945) and then was developed and expanded by
Kendall (1975). Thismethod isapplied commonly and
extensively intrend analysis of hydrological seriesand
climatology (Alizadeh, 2015: 815). Among the
advantages of this approach, we can refer to its
suitability to use those time series that do not follow a
specific statistical distribution. Minimal
impressionability from limit values observed in some
time series is another advantage of this method. The
null hypothesis implies the randomness and lack of
trends in data series, and accepting the hypothesis of
the study (rejecting the null hypothesis) implies the
exigtence of trendsin data series (Shirmohammadi, 2012:
38). The stagesof calculationin thistest are asfollows:
- Comparison of each time series sentences p1, p2, ...,
pn, with the next sentences. Ci calculation refersto the
number of data after the i data, and should be larger
than it. Having ci for each element of time series till
element n-1, total Series c1, c2, ..., cn-1 or statistics
rank of T is determined through equation (7):
=g el (7
The expected value (E (1)) and the variance (V (1)) are
obtained through relations (8 and 9):
E(1)=n(n-1)(2n+5)/72 (8)

V(1) =n(n-1)/4 9)
Mann-Kendall statistics are obtained from the equation
(10) (Azarakhshi et al., 2013:3):
MK = T- E(T)/N(1) (10)
The null hypothesis (absence of trend) against the first
hypothesis (existence of trend) is rejected when a

confidenceinterval isestablished according to equation
(12):

P=95% Pr(Zj<KM)>P (11)

The next stage is the control of stationary time
series. Time series is stable and stationary when
characteristics such as mean and variance over time
have fluctuations around a constant average
(Ghahreman & Gharekhani, 2011: 78). Inorder to control
stability in the mean and variance, the nonparametric
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statistical quality control chartswere used. If the series
isnon-stationary regarding the mean, differencing the
seriesmust beused (Golabi et a, 2014: 65). Differencing
of time seriesis donethrough backward operator. B is
backward operator which isdefined asBM XT = XT-
M.V D iscalled non-seasonal operator from the order
of d which is defined as wvd= (1-B) dVDS is
called seasonal operator from D order and is defined
as DS=(1-BS)D (Khazaei Moghani et a., 2014: 189).
If seriesisnon-stationary in variance, the best solution
to makeit stationary isto use Box-Cox transformations
(Ismagiling ad, 2013: 183). Inthisstudy, in order to detect
non-stationary variance, Bartlets and Levenes tests
were used. After explaining the stationary quality in
variance and average and investigating trend in
monthly precipitation data, time series seasonal pattern
should also be removed. To this end, the series has
been differenced with lag of 12 and its order is first
order differencing, so seasonality series once is
differenced with first order, and order of D inthefinal
model seriesof SARIMA (p, d, q) (P, D, Q) S, will be
one. Then, from the autocorrelation, functions chart
(ACF), orders of Q and g were determined and based
on partial autocorrelation chart (PACF), orders of P
and p weredetermined. At the time of fitting the pattern,
the unknown parameters of the model were estimated
based on the method of least unconditioned squares.
For measuring the suitability of the model, two
complement methods were used: 1) The analysis of
the residuals of the fitted model including the
assumption of normality of residuals, independence
of residuals and remaining stable the variance of
residuals, and 2) A more comprehensive analysis.
Finally, the best and the most appropriate statistical
model for monthly precipitation data of Mashhad was
selected and using the adjusted model, monthly
precipitation data of Mashhad station were simulated
and estimated for the next 10 years. In this study,
Pearson correlation coefficient was used to compare
the amount of anticipated average of monthly rainfall
in series during the sampled years (2011- 2020) with
the average amount of real and basic monthly
precipitation in the last 10 years (2001-2010) to
determine the accuracy of the anticipated model.
Pearson correlation coefficient is obtained through
equation 12 (Bayezid et al., 2012: 63):
r=Z(X-X-)(y-y-)/V Z(x-x-)2(y-y-)2 (12)
In order to evaluate drought monitoring in the
upcoming years, SPI was used. SPI is an index that
dependsonthe possibility of precipitationfor any time
and scale and is measurable for different time scales
(1, 3, 6,9, 12, and 24 months). Thisindex can be an
early warning for drought monitoring and help assess
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itsseverity (Hejazizadeh & Javizadeh, 2010: 228). This
method was proposed by McKee et al. (1993). Based
on the investigations regarding different effects of
shortage of precipitation on water resources, soil
moisture and stream flow it can be calculated through
equation 13 (Hejazizadeh & Javizadeh, 2007: 7):
SPI = Pi-P-/S (13)
In that equation, Pi isthe amount of precipitation
in a given period, P is the average of long-term
precipitation in that period, and S is the standard
deviation of precipitation. SPI values are obtained
through equation (7) fromlong-term precipitation data
for a period of time and they follow a normal
distribution with an average of zero and a standard
deviation of one. The numerical resultsmakeit possible
to investigate humid and dry climates with the same
method (Hejazizadeh & Javizadeh, 2010: 229). To
calculate this statistic, gamma distribution is used to
evaluate long-term data of precipitation. After the
necessary calculations, determination of parameters
related to SPI will be done. Gamma cumulative
probability is measurable through equation (14):
G(X) = UBXT (a)*f; xaly (14)
In the above equation, a is the shape parameter, b
is the scale parameter, x is the amount of precipitation,
and I (a) is the gamma function. Shape and scale
parameters can be estimated using maximum likelihood
method and based on equations for each station and
for each month of the year. So,
a=1/4A[1+v1+4A/3] B=X (15)
Where, A=In(X) =ZIn(X)/n is the number of
observations from precipitation. Variable x is the
average of cumulative precipitation for a month during
the sampled period. Because the gamma function is
not defined for x=0 (precipitation is zero mm),
distribution of rainfall may be zero. Thetotal cumulative
probability that includes also zero values can be
obtained from equation (16):
H(X)=q+PG(X) (16)
In this equation, q isthe probability that precipitation
levelswould be zero and p= 1+q. If M isthe number of
zero precipitationsintime series of n, then qisobtained
fromequation (17):
g=nvn (17)
After caculating thetotal cumulative probability (H(X)),
standard normal random variable values and the

possible probability will be calculated by a probability
with a mean of zero and a standard deviation of one.
Thisvalueisthesameas SPI. Equationsfrom 18to 21
present Z or SPfromthevalues of (H(X)) (Hejazizadeh
& Javizadeh, 2010: 229):

0.5Z =SPI = -[t-(cO+clt+ c2t2/1+d1t+d2t2+d3t3)]

(0< H(X)) 18)

Z = SP| = + [t-(cO+clt+ c2t2/1+d1t+d2t2+d3t3)]

(0.5<H(X)= 1) (19)
[IN [#]

t: d\! H (K ] 3 (20)

t=\/IN[1/(1— H(X))F] (21)

In equations 18 to 21, cO ¢c1 c2 dl1 d2& d3 are
constant rates, H(X) is cumulative probability and
d1=3.4327 d2=0.1892 d3=0.0033 c0=2.5355 cl=
0.8028 c2=0.03032.

One advantage of this indicator is its flexibility
compared to time scales and different statistics of SPI.
It’s also measurable and is graded in the range of +2 or
morefor acutewet, and in range of -2 for severe drought
(Table 1). Inthisstudy, predicted monthly precipitation
datafrom 2011 to 2020 in the station of Mashhad were
simulated by using random patterns of time series. In
order to monitor the severity of the drought, the data
were entered into the SPI profile and were estimated
by the use of algorithmsin computing drought indices
(DIP) software, drought severity, and frequency of
different intensities in 6 and 12 months from 2011 to
2020.

RESULTS& DISCUSSION

Non-randomization of datawasinvestigated using
Ran test. This test rejected randomness of monthly
precipitation data at 95% confidence interval in
Mashhad station and indicated that these data are non-
randomized and can be used to model and predict the
future pattern. Using Mann-Kendall test, the trend of
time seriesin monthly precipitation of Mashhad station
was investigated. Fig. 2 shows that, the monthly
precipitation dataaren't enough for any trend. In order
to evaluate the stability of the mean and variance
statistical quality control chartswere used. Theresults

Table 1. Drought classification based on SPI

Conditions Extremdy VeryWe  Maoderatdy Nomd ~ Moderatdy Severdy Extremdy
Wet Wet Dry Dry dry
S rate 2&more 151019 1to 149 Oto+x0®  -1t0149 -15t0-19 -2 &less
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of statistical quality control chart (Fig. 3) indicate that
monthly precipitation series in the average of (x-) is
static, because the average curve has not deviated
fromitsallowed range (betweenthe UCL and LCL). In
contrast, the series at variance is non-stationary.

An essential step in the analysis of time seriesis
the stability of mean and variance. Given that the
monthly precipitation time series of Mashhad station
based on variance is non-stationary, in order to
eliminate instability of variance and turn it into a
stationary attribute, the power conversion of BOX-
COX wasused (equation 22). After fixing the variance
(equation 22) and drawing on the diagram of BOX-
COX (Fig. 4), using equation (23), converted monthly
precipitation graph (static variance) was drawn (Fig.
5).

T (Xt) = xt(d)=xt(x) -1\ (22)

where ) isbetween 2 and -2 and itsvalueis calculated
for the time series by trial and error in away that the
best value of A makes Yt distribution get closer to
normal distribution. This conversion is used when the
time-series changes are increasing or decreasing.

Asit canbeobservedinFig. 5, thevariancelineis
not outside of the boundaries in their control and is
between the UCL and LCL lines with insignificant
fluctuations and shows that the variance of monthly
precipitation data of Mashhad has sufficient stability.
According totime-seriesgraph (Fig. 2), the seriesonly
has seasonality behavior of the monthly scale. For time-
series analysis, seasonality behavior should also be
removed from the time series. To do this, the series
was differencing with lag of 12 and was called first
order. So seasonality series with first order is
differencing, and order D in the final model series of
SARIMA (p, d, g) (P, D, Q) S, isequal to one (D=1).
After using seasonality and non-seasonality
differencing orders for initial series of monthly
precipitation, in order to identify themodel, ACF (Fig.
6) and PACF (Fig. 7) charts from differencing series
were applied.

According to the graph of autocorrel ation function
(ACF), for a series of monthly precipitation,
autocorrelation function values in all non-seasonality
lag are zero and insignificant. Of course, insignificant
autocorrelation in lag 1 of differencing series of ACF
graph can be observed but can be ignored in selecting

. 1
ntebi = I (23) the appropriate model with fewer parameters. But in
rain y=-0.026x + 73.74
140 ] . R*=0.000
120 Linear {rain)
E\100
80
E 60
% an N
20
o | NHTITINMYIVUVIITTETT T
L= = = L= L= = =
L o P~ L -1 =] -
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Fig. 2. Monthly rainfall timeseriesof M ashhad station 2010-1951
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Fig. 7. Partial autocor relation function graph
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lag of 12 (the first lag of season) in ACF graph of
differencing monthly precipitation series, asignificant
non-zero correlation equal to -0.449 can be observed
which is out of the standardized range of
autocorrelation function. Also according to PACFgraph
for differencing monthly precipitation series, it can be
seen that the insignificant values of autocorrelation
functionsin seasonality lag (12, 24, 36 and 48) compared
to autocorrelation function of ACF graph for
differencing serieswith lower speed leanstowards zero.
As a result, the seasonal differential transformations
with order 1 (D=1) seem good. On the other hand, the
autocorrelation function graph indicates that the
autocorrelation coefficientissignificantinstep 12. This
indicates that the autocorrelation coefficient of
seasonal periods stops after a step (step 12 non-
seasonal data). However, the moving average model is
aseasonal order (Q=1). Finally, within any 12-month
period, apartial autocorrelation functionisinterrupted
after step two. This represents the two-order
autoregressive model (P=2). So, the appropriate model
for the respected seriesisidentified asSARIMA (2, 0,
1) (2, 1, 1). In other words, using the ACF and PACF,
differencing series of monthly precipitation was
considered as P=p=2 and Q=g=1.

Table 2. Results of the SARIMA model (2,0, 1) (2,
1, 1) ontime monthly precipitation seriesT he results of
the model fitting on monthly precipitation time series
are shown in Table 2. According to Table 2, (results
fittingfor SARIMA (2,0, 1) (2, 1, 1) model on monthly

precipitation time series), the parameter of this model
(M) wascalculated by T statistics and found to be 60.64
(p=.000) at 95% confidenceinterval. Furthermore, the
null hypothesis or being zero constant term in model
with statistics T is equal to -0.042 and is less than 2
and there is no need to incorporate the constant term
inthemodel. Thevalue of T isalso greater than.05, so
the null hypothesis cannot be rejected and it means
the absence of a definite trend in the model.
Khodagholi et a. (2014) investigated droughts in the
upcoming years in Isfahan province using SARIMA
model and showed that in the city of Isfahan, Meymeh,
and Ardestan, ARIMA (1,0,0) (0,1,1 ) and in Nain,
Fereydoun-Shahr, and Natanz, ARIMA (0,0,1) (0,0,1)
had the highest correlation and being in line with the
present study.

To examine the suitability of the fitted model and
its comprehensive fitting, analysis of residualsin the
fitted model was done by the help of graphsrelated to
residuals. In addition, Pert-Manto test was conducted.
Resultsin Table 3 show that, the P-value for all delays
is more than .05, so it can be claimed that residuals
fromfitted model are uncorrelated and the fitted model
isasuitable model for monthly precipitation.

Then, the simulated average of monthly
precipitation in Mashhad station in a 10-year period
(2011-2020) was compared with the average of monthly
redl precipitationinal0-year Period (2001-2010). Using
Pearson correl ation coefficient, the correl ation between

Table2. Resultsof the SARIM A model (2,0, 1) (2,1, 1) on timemonthly precipitation series

Estimation  standard error T Satistics  P-value
Coefficient (A) 0.966 0.015 60.64 0.000
Constant -0.042 0.052 -0.042 0.414
Table 3. Fitnessof model and portmanteau test
Lag 12 24 36 48
Least Squar es 6.2 15.7 264 424
DF 5 17 29 41
P- VAL UE 0410 0.604 0.545 0.285

Table 4. Simulated monthly precipitation (mm) for 2011 to 2020

Y ear Jan Feb Mar Apr May Jun  Jul Agu Sep Oct Nov Dec
2011 36 30 80 30 22 2 2 2 2 2 23 23
2012 30 32 36 25 12 2 2 0 1 8 22 38
2013 27 14 59 20 23 3 1 2 0 1 22 26
2014 31 16 42 34 33 2 3 1 1 1 18 24
2015 27 34 71 37 31 3 1 1 2 1 30 18
2016 39 17 35 37 20 1 2 0 1 5 16 38
2017 26 22 79 33 32 4 2 3 0 1 21 11
2018 34 16 40 32 23 2 3 0 1 1 15 25
2019 24 37 92 24 25 5 1 1 3 1 20 20
2020 30 21 21 27 18 1 1 0 1 4 15 27
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these two rainfall periods was estimated 96.5, which
wassignificant at confidenceinterva of 95%. Thishigh
correlation level, can refer to high levels of simulated
precipitation valuein a10-year period (2011-2020) using
statistical model of seasonal-multiplicative ARIMA (2,
0,1) (2, 1,1)12. Simulated preci pitation amountsfor the
upcoming 10 years is offered in Table 4 and its
relationship with the average of precipitation in 10
years (2001-2010) for better understanding isgivenin
Fig. 8. According to Fig. 8, which compares the basic
and future averages of precipitation, reduction of
annual rainfall about 26mm in the next 10 years, is
considered amajor environmental hazard for theliving
things. Reduction of precipitation about 19mminApril
will certainly have impacts on vegetation. This is a

warning for the environmental planners. In Fig. 8, the
average rainfall between the base and coming years
are compared. Rainfall in the upcoming years that
predicted using this model will decrease in January,
February, and April to October. A decreaseinrainfal in
the vegetation growth season in the next 10 years is
considered amajor environmental hazard.

After analyzing and simulating monthly
precipitation in 2011-2020, the severity of the drought
in the upcoming years in Mashhad station was
examined using SPI (Table5). Theclimatic conditions
of Mashhad station are provided in terms of drought
severity based on SPI on a scale of 6 months (short-
term) and 12 months (long-term) inthe upcoming years
intheform of frequency and percentage (Table5). Short-
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Fig. 8. Relationship between Simulated monthly rainfalls for 2020-2011 compared to the actual mean monthly
rainfall for 2001-2010 in Mashhad station

Table 5. Frequency and percentage of occurrence of droughtsin Mashhad station during the period 2020-2011 by

SPI
Period 6 Month 12 Month
Intensity Frequency Percentage Frequency Percentage
Extremely dry 0 3.6
Severely Dry 0 0 0 0
Severe Dry 6 52 0 0
Moderately Dry 15 13 15 13.7
Near Normal 64 55.6 55 50
Moderately Wet 25 21.7 31 284
Wet 1 0.8 0 0
very Wet 0 0 4 3.6
Extremely Wet 4 3.47 0 0
Total 115 100 109 100
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term scal e shows more fluctuations than the long-term
scale; with the slightest change in precipitation,
immediately it goes above zero, and if it isnegative, it
goes below zero. But long-term time scalereflects the
drought better, and SPI values are related to floods,
surface of water levels, and groundwater resources.
According to Table 5, in the upcoming yearsin a 6-
month scale, 18.2% of climate will be on drought
conditions, 55.6% in normal condition, and 26% will
have humid condition. But ina 12-month scale, 17.3%
of climatewill be on drought conditions, 50%in normal

condition, and 32% will have humid condition.

CONCLUSIONS

According to the results predicted by the
SARIMA model, it can be claimed that in Mashhad
station, decline in the amount of precipitationisquite
evident and it suggeststhat in the future we will have
months and years with low precipitation. The
difference and decline of 26mminannual precipitation
compared to the base period is indicative of the fact
that in the coming years we should wait for lower
precipitation in Mashhad plain. Climatic condition of
Mashhad plain in the future years suggests the
existence of drought condition about 18% in a 6-
month scale and 17% in a 12-month time scale.
According to the findings of recent studies aswell as
the current study, this can be considered a warning
for the social life of humansand other living creatures
inthis plain. With regard to the prospect of decreased
precipitationin thisarea, basic measuresto deal with
water shortagesin the future for agriculture, industry,
and drinking water consumption such as modifying
irrigation systems and improving consumption
patterns should be carried out by the environmental
planners. Modification of cropping patterns in
agriculture such as the using species with low water
requirement, avoiding of development of industries
with higher water consumption, managing current
industries, planning and managing the reduction of
water consumption through the development of a
culture of water saving can be helpful strategies to
deal with the effects of water shortage in the short
termsand long term isin Mashhad plain.
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